
All Tomorrow’s  
Memories

Bruce Jacob

University of 
Maryland

SLIDE All Tomorrow’s 
Memories
      … for multicore
Bruce Jacob 
Keystone Professor 
University of Maryland

1



All Tomorrow’s  
Memories

Bruce Jacob

University of 
Maryland

SLIDE

2

expensive due to complex logic, wider issue width, and more accurate branch predictors.

These factors have fueled the growth of chip multi-processors (CMPs), also known as

multi-core processors which extract ILP using simpler, less costly means. This is the cur-

rent trend in the performance growth of processors. These complex CMPs are becoming

the ubiqitous architecture for commercial servers targeting throughput-oriented applica-

tions [6].

The emergence of CMPs has led to increased exploitation of thread-level parallel-

ism. Furthermore, independent processes in a system can be executed in tandem on differ-

ent cores for faster response time and to improve overall throughput. The simultaneous

execution of multiple processes/threads increases the memory bandwidth demand, i.e, the

increased number of cores aggravates the memory wall problem.

Figure 1.1. Performance Scaling over threads for SPECJbb benchmark.  This
figure shows the performance improvement for various number of threads for SPECJbb
server workload. The threads were increased from 8 to 128 and the cache sizes were
scaled proportionately. The dotted line shows the ideal performance possible in an
unlimited bandwidth system.
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Performance Scaling over threads for SPECJbb benchmark: 
performance improvement for various number of 

hardware threads for SPECJbb server workload, on 
system with 52GB/s memory bandwidth. Threads 

increased from 8 to 128 & cache sizes scaled 
proportionately. [Srinivasan 2007] 
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Copyright (c) 2013 Hiroshige Goto All rights reserved.

GPU/CPU

HBM DRAMs

HBM 1st Generation

1024-bit
8-Channel
Wide Interface

TSV Stack
Up to 4 or 8
DRAM dies

1024-bit x 1Gtps
=128GB/sec

TSV Interposer

High Bandwidth Memory
Uses a simpler ‘2.5D’ instead of full 3D stacking

6

1024-bit x 2Gtps 
= 256GB/sec
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Non-Volatile Main Memory
Cost for  
10 GB

Size of    
10 GB

Power for 
10 GB

Power  
per GB/s

Off-Chip SRAM $1,000 1 bucket 0.1–1 W 0.1 W
DDR4 SDRAM $100 1 DIMM 1 W 0.1 W

NAND Flash $10 <1 chip 0 0.1 W (?)
3D XPoint $40 <1 chip 0 0.1 W (?)

9

Note: wear-out mitigated by using MANY devices 
(thousands).  A single device would wear out in under two 
days; therefore, 1000 devices should last for at least a year.  

Next, you can trade off longevity for access time and wearout: 
if the data need only last hours or minutes, wearout is reduced. 

CPU

DDRx SDRAM 
Main Memory

DDRx SDRAM 
Last-Level Cache

NAND Flash Main Memory 
(… or *any* source of cheap bits)

CPU
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CPU CPU CPU

8MB LLC 
SRAM

8MB LLC 
SRAM

32 GB DDRx 
SDRAM

1 TB 
NAND Flash

PCIe SSD (I/O)

1 TB 
DDRx SDRAM
Main Memory

DDRx DDRxPCIe

8MB 
SRAM

32 GB SDRAM
Last-Level Cache

1 TB 
NAND Flash

Main Memory

SSD 
$500 – 10W

NVMM 
$500 – 10s of W

Ideal 
$10,000 – 100W
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This is when we realized how good 
Linux is at prefetching out of SSDs
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Compare: Intel keynote 

at MCHPC’18 

3DXP: 2–10x 
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Selector device 

Memory cell 

VDD 

VDD/2 

VDD/2 GND 

• Cells minimum area (no access transistor)
• 2-stack arrays @ 16nm, 20 x 20 mm die: 

                          64GB of ReRAM
• 8-stack arrays => 256 GB of ReRAM
• Stacks arbitrarily high
• No.  Access.  Transistor.

(Metal Oxide)

(diode)
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DRAM ReRAM

# Mem Controllers 6 1000
L1 Cache size 32KB 32KB

L2 Cache size 1MB 1MB
Main Mem Parameters

Mem Latency ~30ns
DRAMsim3 
simulated

SST Messier
Read: 200ns
Write: 1us

request_width 
(access granularity)

64 Bytes
bus-width = 8B
burst-length = 8

8 Bytes
bus-width = 8B
burst-length = 1

Topology Mesh Mesh

ReRAM Arrays 
NoC-connected
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hope:
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This resource scales  
WAY better

than either of these
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Bottom Line
The hardware is here now (mostly)
• 1–10TB main memories will be common 
• TB/s off-chip bandwidths are here now 

The costs: power and capacity 
• Lower-power solution: monolithic 

(~TB, 100s GB/s, 1000s concurrent ops) 
The software is waiting to happen
• Combined VM+FS subsystems 
• Journaled main memory, etc.
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Bottom Line
[next time] How to simulate it
• ML-Based simulation [MEMSYS 2019] 

• Not only faster but also allows multiple 
simulations without need for sync’ing
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This is for single core. Multicore can be much, much worse.
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590 Memory Systems: Cache, DRAM, Disk

problems with the CPRH scheduling algorithm for 
other workloads. Figure 15.38 shows the latency dis-
tribution curve for 188.ammp, and 188.ammp was 
one workload that points to possible issues with the 
CPRH algorithm. Figure 15.38 shows that the CPRH 
scheduling algorithm resulted in longer latencies for 
a number of transactions, and the number of trans-
actions with memory-access latency greater than 400 
ns actually increased. Figure 15.38 also shows that 
the increase of a small number of transactions with 
memory-access latency greater than 400 ns is offset 
by the reduction of the number of transactions with 
memory transaction latency around 200 ns and the 
increase of the number of transactions with mem-
ory-access latency less than 100 ns. In other words, 
the CPRH scheduling algorithm redistributed the 
 memory-access latency curve so that most memory 
transactions received a modest reduction in access 
latency, but a few memory transactions suffered a 
substantial increase in access latency. The net result 
is that the changes in access latency cancelled each 
other out, resulting in limited speedup for the CPRH 
algorithm over the FCFS algorithm for 188.ammp. 

15.5 A Latency-Oriented Study
In the previous section, we examined the impact 

of transaction ordering on the memory-access 
latency distribution for various applications. Memory 
 controller schedulers typically attempt to maximize 
performance by taking advantage of memory applica-
tion access patterns to hide DRAM-access penalties. 
In this section, we provide insight into the impact that 
DRAM architectural choices make on the average read 
latency or memory-access latency. We briefl y examine 
how the choice of DRAM protocol impacts memory 
system performance and then discuss in detail how 
aspects of the memory system protocol and confi gu-
ration contribute to the observed access latency.4

15.5.1 Experimental Framework
This study uses DRAMSim, a stand-alone memory 

subsystem simulator. DRAMSim provides a detailed 
execution-driven model of a Fully Buffered (FB) 
DIMM memory system. The simulator also sup-
ports the variation of memory system parameters of 
interest, including scheduling policies and memory 
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FIGURE 15.38: Impact of scheduling policy on memory-access latency distribution: 188.ammp.

4Some of this section’s material appears in “Fully-Buffered DIMM memory architectures: Understanding mechanisms, 
overheads and scaling,” by B. Ganesh, A. Jaleel, D. Wang, and B. Jacob. In Proc. 13th International Symposium on High 
Performance Computer Architecture (HPCA 2007). Phoenix, AZ, February 2007. Copyright IEEE. Used with permission.

ch15_P379751.indd   590ch15_P379751.indd   590 8/8/07   4:03:33 PM8/8/07   4:03:33 PM

Chapter 15 MEMORY SYSTEM DESIGN ANALYSIS 589

Per Bank (DRAM Command) Queue Depth

B
an

dw
id

th
 E

ffi
ci

en
cy

 Im
pr

ov
em

en
t P

er
ce

nt
ag

e

4 6 8 10 12 14 16
0

20

40

2R8B vs. 1R8B

1R16B vs. 1R8B

Legend

2R16B vs. 2R8B

 tRTRS ! 1 cycle

tRTRS ! 2 cycles

 tRTRS ! 3 cycles
2R8B vs. 1R16B

1R16B outperforms
2R8B with queue
depth of 16

FIGURE 15.36: Bandwidth improvement—16-bank versus 8-bank DDR3 devices; relaxed tFAW and tWTR.

0 200 400 600 800
Memory Access Latency (ns)

1

100

10000

1e+06

1e+08

N
um

be
r 

of
 A

cc
es

se
s 

at
 G

iv
en

 L
at

en
cy

 V
al

ue

0 200 400 600 800
1

100

10000

1e+06

1e+08
N

um
be

r 
of

 A
cc

es
se

s 
at

 G
iv

en
 L

at
en

cy
 V

al
ue

Memory Access Latency (ns)

FCFS179.art CPRH179.art

FIGURE 15.37: Impact of scheduling policy on memory-access latency distribution: 179.art.

ch15_P379751.indd   589ch15_P379751.indd   589 8/8/07   4:03:32 PM8/8/07   4:03:32 PM



All Tomorrow’s  
Memories

Bruce Jacob

University of 
Maryland

SLIDE

Yeah, it’s a lot of engineering

24

CPU

D

D

D

D

D

D

DRAM Cache

…

F F

F F

F F

… …

MAPF F

F F

F F

… …

F F

F F

F F

… …

…

Flash/NV Main Memory

DRAM Cache & Flash MM Controller (FTL)



All Tomorrow’s  
Memories

Bruce Jacob

University of 
Maryland

SLIDE

Yeah, it’s a lot of engineering

24

CPU

D

D

D

D

D

D

DRAM Cache

…

F F

F F

F F

… …

MAPF F

F F

F F

… …

F F

F F

F F

… …

…

Flash/NV Main Memory

DRAM Cache & Flash MM Controller (FTL)
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320GB/s 
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HBM: 
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it was

Crossbar ReRAM
Intel/Micron 3DXP

10–100x faster than flash


